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Executive Summary 
The growth of smart phones and fast internet infrastructure in India has led to the rise of on-demand content 

which has brought a paradigm shift in the way online content is consumed. Online platforms including social 

media, e-market place, over the top (OTT) platforms, among others, have enabled consumers to access and 

create content from anywhere and at any time. As large amount of data pertaining to online content is created 

every second, impacting the population at large in a significant way, there has been growing concerns on 

the creation and spread of misinformation/ disinformation, fake news, etc. as they pose serious threat to the 

physical and psychological health of the population. 

Growing reliance on online platforms for accessing and sharing of information have made socio-economic 

and political spheres vulnerable to misinformation thus creating new challenges in terms of maintaining 

public order, consumer behavior manipulation, influencing political ideology, etc. To tackle this problem of 

misinformation and fake news, social media organizations and technology companies have been developing 

and implementing various types of content moderation practices and with the advancement of technologies 

like Artificial Intelligence, such technologies are increasingly being deployed in content moderation activities. 

The ability of artificial intelligence to sift through enormous amounts of data with great speed for fact 

checking and content filtration has made this technology one of the prominent tools to tackle misinformation. 

However, the extent to which AI tools can be used for content moderation, independent of human content 

moderators, is a question that needs to be carefully studied and examined because information in online 

content needs to be checked with nuanced understanding and different perspectives, which emerging 

technologies like AI may lack in compared to human moderators. Also, there has been a growing concern 

on rise of disinformation such as deepfakes that can be generated by emerging technologies like generative 

AI which can be disastrous, given the ability of these technologies to create new content almost like original 

content which can lead to the violation of intellectual property rights, privacy rights, etc. 

Therefore, to realize the potential of AI technologies for content moderation practices, principles for 

responsible use of AI needs to be built, taking into consideration aspects like protection of human rights, 

building of trust on AI and accountability of AI applications.
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Introduction
The rise of online platforms, ranging from social media to e-market places and web content providers referred 

to as over the top (OTT) platforms, has brought about a paradigm shift in the internet ecosystem in terms of 

consuming online content by users. It has enabled consumers to access content anytime and anywhere at 

the click of a button. This proliferation of digital platforms and ease of sharing information and content on 

them has also led to concerns about the growing misinformation and disinformation over the internet. These 

include activities like online harassment, hate speech, fake news, doxing and deep fakes.

The spread of misinformation through online platforms has become a primary concern not just for the 

platforms themselves but also governments, as it has the potential to manipulate consumer behaviour 

which can have far reaching implications for society, public order, government functioning and economies. 

This is especially so when disinformation, which is misinformation with the intention to deceive and inflict 

harm, is on the rise. Online platforms have been using several content management practices to tackle 

misinformation and disinformation. Among these are removal and prioritisation of content or suspension of 

user account in case user content/activities are in violation with the terms and condition of the platforms.1  

One such technological tool used by online platforms is Artificial Intelligence (AI), as AI systems have the 

capability to sift with great speed through enormous amounts of user-generated data and help in filtration 

of potentially harmful content.  
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In 2021, Government of India has released the Information Technology (Intermediary Guidelines and Digital 

Media Ethics Code) Rules, 2021 which provide for due diligence to be followed by online social media 

intermediaries to ensure an open, safe, and trusted internet. The Information Technology Rules originally 

obligated Social Media Intermediaries (SMIs) to inform its users about the privacy policy, rules and regulations 

and user agreement that govern its platforms. These rules have put more obligations on intermediaries to 

deploy technology-based measures2 to identify harmful information or content such as child sexual abuse 

material, content related to terrorism, etc. and also remove or disable access to such information with prior 

intimation to the user. 

Though AI systems are considered as prominent technologies in fact-checking or identifying harmful content 

through analysing and classification of online content or information, a debate is on the technology and 

regulatory ecosystem as to what extent fact-checking or content moderation, whether by humans or assisted 

by algorithms, is agile and adaptable to the rapidly evolving misinformation ecosystem.3 There are also 

growing concerns related to the potentiality of AI in generating misinformation by itself such as deepfakes. 

This paper seeks to understand how AI systems can complement content moderation efforts of online 

platforms and identifies principle-based frameworks and models that can be adopted by different 

stakeholders across government and policy, industry, civil society and academia for ethical use of AI in order 

to tackle misinformation as well as address concerns related to AI generated disinformation.  
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Potential use of AI for Content 
Moderation
With easy access to information, enormous amounts of data are being created every second. According 

to the World Economic Forum estimations, humans will create about 463 exabytes4 (one exabyte is equal 

to one billion gigabytes) of data every day which would create tremendous challenges for those engaged 

with content moderation processes to keep up with the pace. AI systems are capable of handling high 

volumes of data across multiple channels and in real time, including automatic analysis and classification of 

harmful content, thus increasing the speed and effectiveness of content moderation processes. Additionally, 

processing of data through AI systems has higher level of accuracy and precision than manual processing.

Consumers often consume user generated content via multiple mediums or sources. Therefore, content 

moderation is a multimodal challenge rather than a one-size-fits-all one. Due to diversity in content types 

generated online including texts, photographs and videos, natural language processing (NLP) can be trained 

to analyse and identify harmful content in different forms which would otherwise need different forms of 

expertise, had content moderation been done by humans.  Technology companies also rely on third-party 

content moderation services deploying AI models for their high scalability and speed, customization ability 

and reduction in costs. For example, AI technology is central to the content review process of social media 

intermediaries like Facebook because AI can detect and remove content that goes against its Community 

Standards before anyone reports it.5 AI technologies can also refer doubtful content to human content 

moderation teams, especially when such content requires further review. Therefore, several online platforms 

involved in content moderation processes use a combination of human and AI moderators to moderate 

content that violates their policies such as misinformation, fake news, violent content, hate speech and 

pornography. The use of AI for content moderation also lessens the impact of harmful content on human 

moderators who have to go through extensive amount of information in multiple formats, a task which can 

compromise their mental health6. 

AI-based content moderation processes are deployed through AI systems that are designed based on pre-

defined parameters and algorithms to identify and flag harmful content online. These algorithms guide 

technological tools in decisions like taking down of harmful content or misinformation from online platforms. 

There are concerns that the data and algorithm used to train AI systems to identify and flag potential harmful 

content may be underrepresented or biased which might lead these tools to take down content which may 

be harmless. This is because a lot of information and content generated online are highly contextual and need 

nuanced understanding. If AI systems are not trained to spot such nuances like the intent behind a particular 

piece of information alleged to be misinformation or disinformation, it cannot filter harmful online content 

without affecting human rights such as free speech. Therefore, it is crucial to understand and reflect on the 

extent that AI systems or tools can be relied on for moderating online content or information. If automation 

and AI-based content moderation is considered the future, then there will be questions that need to be 

addressed such as the robustness and ability of AI systems to react to online content with empathy, rationality 

and emotional intelligence that human content moderators possess. 
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AI-Generated Disinformation

One of the pertinent questions in the context of 

content moderation is that while AI can be potential 

game-changer for content moderation through 

identification and flagging of harmful content, what 

about disinformation that can be created by AI itself? 

This concern is growing because generative models 

of AI such as Generative Adversarial Networks (GAN) 

can produce original content, which may benefit 

different sectors of the economy like health care, 

education and law, but these models can fall into the 

hands of propagandists who can create information 

and content designed to shape perceptions of people 

in a particular direction which can be misleading and 

harmful.7 Additionally, deceptive and manipulated 

content such as deepfake images and videos, voice 

cloning, generative texts,  generated by AI may become 

indistinguishable from the original or non-manipulated 

content8. So, it is critical to analyse the potential threats 

that AI-enabled operations can create and outline steps 

to identify such risks.  

To address the concerns related to the generation of 

disinformation through AI, technology organisations are 

taking measures through development of algorithms 

and technology models that can identify manipulative 

and fake content created by AI technologies, especially 

Generative AI, such as Generative Adversarial Networks 

(GANs), Natural Language Processing (NLP), etc. Several 

techniques have been adopted by GANs to address the 

issue of disinformation such as Detection, Provenance, 

Regulatory initiatives, open-source intelligence 

techniques9. NLP models have been used to develop 

techniques such as Tokenisation, Part-of-Speech (POS) 

tagging, Sentiment Analysis, Dependency Parsing, 

etc.10.  

In June 2023, the European Commission approved the 

draft proposal for the Artificial Intelligence Act, which 

provides for limited set of transparency obligation for 

AI systems that generate or manipulate image, video or 

audio content.11 In June 2022, the European Commission 

released the Strengthened Code of Practice on 

Disinformation 202212, based on the work carried out 
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by the signatories including major online platforms, players from the advertising industry, fact-checkers, 

research and civil society organisations who have committed to take into consideration the transparency 

obligations and the list of manipulative practices prohibited under the draft Artificial Intelligence Act.

To create a defence against large-scale, automated disinformation attacks in the US, the Defense Advanced 

Research Project Agency (DARPA) has developed prototypes and technologies to identify and combat 

manipulated images or videos, including deepfake defensive models13. In 2019, Texas passed a law, making 

the distribution of deepfake videos intended to influence the result of an election illegal.14 

The Deepfake Report Act, 2019, requires US Secretary of Homeland Security to publish an annual report on the 

extent deepfake technologies are being used to weaken national security, undermine nation’s elections, and 

manipulate media.15 Technology companies like Meta, Google and Microsoft are also using different models 

to address disinformation created by AI. Microsoft has created a Video Authenticator using a public dataset, 

which was tested on DeepFake Detection Challenge Dataset, for training and testing deepfake detection 

technologies.16 Meta has also collaborated with industry leaders and academic experts to create an open, 

collaborative initiative- ‘Deepfake Detection Challenge’17, to spur the creation of innovative new technologies 

for detection of deepfakes and manipulated media. 
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Recommendations

AI-enabled content moderation tools are proving to be quite effective in identification, flagging and taking 

decisions for take down of harmful online content. With the growing use and deployment of automated 

tools and algorithms in content moderation processes, utmost importance should be given to building 

trust among stakeholders, including users, government, regulators, among others, on AI-based content 

moderation standards and performance of AI systems, ensuring that decision making by such automation 

tools, identification and actions taken on harmful content are unbiased and non-discriminatory. At the same 

time, urgent priority needs to be given on understanding the scope and extent of misuse of AI tools and AI’s 

ability to generate disinformation through collaboration among different stakeholders.

To strengthen information integrity by online platforms and technology companies deploying AI for content 

moderation practices, we have come up with the following recommendations:

Ensuring user trust through transparency
• To build a trusted content moderation system, both AI systems and human moderators should be 

deployed in the moderation process. AI systems can help in filtering and taking down of harmful content 

at a scale and speed whereas human moderators can be deployed to understand the nuances of the 

content such as whether intent of the user sharing such information or content is in accordance with the 

law. 

• Additionally, AI systems used for content moderation processes need to be designed in such a way that it 

can provide analytical data on the decisions taken by it for filtering harmful content so that the objectivity 

and bias (if any) of such technological systems can be analysed.

• As data and algorithms used to train AI and GANs evolve with different user behaviour taken into 

consideration, it is necessary that periodic audits and calibration of data sets are carried out and 

testing regimes for AI and GANs are established, so that data fed into such systems for training are well 

representative of the population.    

Developing detection and take down policies for  
AI-generated disinformation

• Detection systems and takedown policies should be developed to keep AI-generated disinformation, 

such as deepfakes, at bay. Such detection systems will require rapid access to content or information 

samples produced online. 

• Detection and takedown policies can also provide for the creation of “deepfake zoo” by technology 

companies and social media platforms, that can continuously aggregate freely available datasets of AI-

generated disinformation, as they appear online.

• Such policies can also provide for encouraging ‘radioactive’ marking of public datasets that are used 

for training AI systems so that quick detection of AI-generated disinformation circulating online can be 

done.

• There should be a mechanism available to those impacted by AI or automated takedown systems, 

including transparent reasoning and context behined such takedown actions.
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Periodic assessment and classification of AI
• To ensure that AI systems used for content moderation are effective to identify, filter and take down 

harmful online content without any discrimination against fundamental rights like Freedom of Speech 

and Expression, end-to-end risk-based assessment and classification of these systems should be done. 

Some of the parameters that can be adopted for such risk-based assessment can include technical 

robustness and safety, transparency, diversity, non-discrimination and fairness and accountability. 

Labelling of AI-generated content

Promoting investment in research and innovation

• In order to check and ensure that information or content generated by AI technologies are not biased or 

do not have inaccurate data which could potentially lead to harmful outcomes, all AI-generated content 

should be identifiable as AI generated content to the average person.   

• Policies and laws that are formulated for regulating AI application such as actions taken by AI for 

moderating content or generation of content by AI such as GANs, should provide for obligations on the 

developers to design their systems in such a way that AI-generated content is identified as such. This 

should create a distinction between those content created by AI by itself and those created by humans 

through AI technologies. 

• To tackle growing online disinformation, there should be collaboration between government, academia 

and industry for development of AI models that can not only tackle the issue of disinformation but also 

create a trusted AI ecosystem by keeping a check on AI generated disinformation.   

• As part of such collaborations, dedicated sections or divisions on AI R&D related to tackling disinformation 

can be created within existing Centre of Excellences (CoEs) for AI or new CoEs can be established. 
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